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Requirements of Software Defined Vehicles (SDV)
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As cars become Software Defined, they need enhanced….

Compute Architecture AI
Sensors Cameras, LiDAR, RADARs etc
Displays 4K -> 8K -> XR

And a…

Sophisticated network to connect it all. 

Higher bandwidths, scalability, low latency, synchronization and 
Security are some of the key requirements along with power and cost.



Ethernet is a natural choice, but…
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Ethernet standards provide a great toolbox with lots of flexibility.

But the existing Multi Gigabit Ethernet PHYs have roots in enterprise & 
home networking which has different requirements compared to 
Automotive networking.

Some enhancements are needed to make “end-to-end” Ethernet be practical

Ethernet?
Various speeds for differing use 

cases
10Mbps to 10Gbps+



The need for new Asymmetrical Ethernet

• Ethernet PHYs from office and home networking roots are symmetrical in nature.
• High bandwidth data movement in vehicles is dominated by video applications (cameras, 

displays..)
• These applications requires transmission of multi-gigabit data in the “forward direction”
• Relatively small amount of data in the “reverse direction” for control purposes
• Therefore, the application is “asymmetrical” in nature.
• Currently, asymmetrical operation is possible by applying EEE to symmetrical PHYs. But there 

is a need for more optimized automotive Ethernet solution supporting asymmetric data 
rates at PHY level
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Connectivity framework is trending to zonal architecture
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Today’s cars are primarily based on “Domain Architecture”

Moving towards “Zonal Architecture” while facilitating software driven features
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Asymmetrical Ethernet in Zonal architecture
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Near term Longer term

• Sensor connections are point to point
• Accomplished using proprietary SerDes
• Moving to standards based SerDes

• Zonal architecture changes certain things…
• But, in most cases, data flow would still be asymmetrical
• Optimized sensors will drive higher data rates in the 

backbone

Standards based solution must compete well against proprietary SerDes 
in cost and power



ASA – New Standard for Multi Gigabit SerDes 

• Automotive SerDes Alliance
• Founded in May 2019
• Optimized for in-vehicle connectivity
• Rev 1.01 spec released in Dec 2020
• Rev 1.1 is being completed (adds DP & Link agg.)
• Rev 2.0 – Ethernet capability!

• Strong momentum! Members include…
ü OEMs
ü Tier 1s
ü Semiconductor vendors
ü Cable, connector & test vendors
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https://auto-serdes.org/

100+
members

ASA SerDes has the right power and cost structure to compete with proprietary SerDes 
along with several new advanced features 

https://auto-serdes.org/


ASA 2.0

ASA 1.x addressed the need for standardization of SerDes

Standardization of SerDes is a great step forward, but provides limited 
networking capabilities

ASA 2.0 will allow seamless integration into an Ethernet network with a truly 
asymmetric PHY

It will provide the system level benefits of ETHERNET while providing the cost, 
power & latency benefits of SerDes
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BEST of BOTH Worlds: ETHERNET + SerDes



ASA 2.0: TDD based architecture for flexible rates
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• ASA Motion Link spec defines automotive SerDes based on TDD

• TDD stands for Time Domain Duplexing
• It is a technique to send data in “both directions” i.e. duplex but on a TDM basis

• Well suited for asymmetrical transmission & now capable of carrying Ethernet traffic

TDD Based PHY
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Benefits of ASA
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Link Speeds

ASA 1.0        2G to 16G line rates

ASA 1.1 Link Agg up to 64G

ASA 2.0        1G to 10G data rates

PHY Latency Low PHY latency for both upstream and 
downstream directions

Power 
Consumption

Lower power consumption due to TDD PHY 
architecture

Solution Size Small overall footprint due to smaller PoC 
inductors

Security Complete security solution including 
encryption and key management

Performance Highest SNR and link quality due to non-
overlap of Signals, along with FEC



ASA 2.0 Ethernet capable PHY

• Builds on top of current ASA 1.x PHY 

• 2.0 specific modifications make the new PHY 
compatible with existing system level Ethernet interface

• Designed to work seamlessly with existing Ethernet 
elements such as a MAC

• Baseline adopted by ASA committee in Nov 2022
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PMA 

PCS 

Shim (new in 2.0)

MDI

Interface compatible with XGMII

MAC, 1588, MACsec 
etc.

(existing)

ASA 2.0
PHY

ASA 2.0 defines Physical Layer only. 
Upper layers are leveraged from exiting Ethernet standards. 



A closer look at the new PHY

• XGMII mapping is based on 64b/65b
• Reed Solomon FEC (214,240)
• PCS idle insertion for rate adaptation
• PHY OAM – 10 bits per frame

üWorks with “full Duplex” MAC
üXGMII payload rate is controlled by the LPI client 

via RS (EEE uses the same mechanism)
Details on how this works @ slide 5 of
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Existing ASA
PCS & PMA

Existing from
IEEE

10 bit
OAM

12 bit
RES

https://www.ieee802.org/3/cy/public/adhoc/dalmia_3cy
_01_10_28_20.pdf



Summary

• Market desires End-to-End Ethernet for SDVs

• True “Asymmetrical Ethernet” is a key requirement to make this 
happen

• ASA 2.0 is in the process of specifying TDD based Ethernet-capable 
PHY

• This will pave the way for “end-to-end” Ethernet architecture
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THANK YOU!

www.avivalinks.com



ASA 2.0: Asym PHY Payload Rates & TDD Burst time
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Downstream
Payload Rate

Upstream
Payload Rate

2.5G 100M

5G 100M

10G 1G

10G 100M

Downstream
Burst time

Upstream
Burst time

2.88 us 0.48 us

2.16 us 0.24 us

2.16 us 0.24 us

25.92 us 0.32 us

Dictates “control channel” 
latency

Dictates “Video” 
latency

Overall latency includes FEC latency and 
implementation dependent aspects



802.3ch Data path Latency
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802.3ch forward direction latency is 1024ns to 4096ns range

ASA 2.0 forward direction quiet time is 240ns to 480ns

Table from 802.3ch



802.3ch EEE Timing Parameters
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Minimum SLEEP time is as listed above

Minimum Wake time is as follows
2.5G - 25.6 μs
5G – 12.8 μs
10G – 6.4 μs
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= Overhead

EEE Quiet time could be in 20ms range for power saving reasons
ASA upstream quiet time is in the range of ~3us


